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Outline

• Data quality for second generation data warehouses

• DQ tool functionality categories and the data quality 
process

• Data model types across the DW2.0™ database landscape

• Challenging top-down from the bottom

• Deriving an interlocking set of models
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DW2.0™ – Architecture for the next generation of data warehousing
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Data Quality for second generation data warehouses

• Getting away from “code, load and explode”

• The “data scouts” (team with business and IT representation)

• On finding significant DQ problem, choose from strategies such as:
– fix the data at the source (actually go into the data store and physically zap the data)

– fix the program the source (apply the correct edits in order to validate the data)

– fix the business process (a broken business process is very often the main cause of poor 
quality data)

– recognize and resolve situations where data attributes are being used for a purpose 
other than their original intent (e.g. a gender code, which has more than two distinct 
values)

– transform the data on the way into the data warehouse (this is the most common of 
strategies, but should not be the only strategy employed)*

In the case of the latter strategy, it is important to note that there are two alternative implementations for transforming data on the way into the integrated 
sector.  The first implementation is to simply change the data and load it into the warehouse.  The second implementation scenario does that and more: it 
will actually load the unchanged data alongside of the changed data.  There are many times when this may be a preferable route to go.

*
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Monitor It & Report It

Monitor
Quality

Report
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The MIT 2008 Information Quality Industry Symposium

Define & Prioritize Quality Measures
& Business Rules

Find Fix Monitor

Analyze & Prioritize
Transformation

Rules

Report

Data Quality Process

Feedback Loop
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DATA PROFILING TOOLS AND THE REVERSE ENGINEERED DATA MODEL.

• Today there are many data profiling tools to assist the data quality team.

• The tools facilitate analysis of the data values held in a column; sometimes looking 
simultaneously at multiple columns in a table; sometimes even looking across tables, 
and even across systems to see if there are any patterns in the values held in the 
selected columns.  

• These patterns can uncover hidden business rules, e.g. every time the value in 
column 1 is “a” we see that the value in column 5 can be “x” or “y”.

• The best of these data profiling tools will go one step further: having analyzed the 
actual data values in the columns of a system, the tools can suggest a normalized 
schema. 

• What in effect happens is the tool develops a third normal form data model, based on 
bottom up analysis, abstracted from the actual data values in the physical database. 

• This abstracted data model is very useful input into the top down modeling process, 
which should be happening in parallel with the development of the warehouse. 

• In fact, in the case of a DW 2.0 warehouse, we want to ensure that a high quality data 
model architecture is being developed, as this will greatly assist in improving the data 
quality of the enterprise data warehouse. 
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Scope
(Planner)

(Owner)

(Designer)

(Builder)

(Sub
Contractor)

Functioning
System

WHAT
(DATA)

TECHNOLOGY
INDEPENDENT

TECHNOLOGY
DEPENDENT

Lists of subjects, containing  major entities
Subject Diagrams

Conceptual Data Model
(ERM)

Logical Data Model
(Normalized to 3NF)

Physical Model
multidimensional
relational
hierarchical, etc..

DBMS-specific models

Data Definition Language (DDL)

e.g. Sybase or UDB (UNIX)
e.g. DB2 (Mainframe)

Files/Tables
Fields

Data Model Types

(A slice of the Zachman Framework)
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The DW2.0 Database Landscape 

Transient
Mart

Exploration
Warehouse

External
Data Sources

Data Sources

Data Profiling
DQ Monitoring
DQ Reporting

Data 
Warehouse

Master Data /
Hierarchies

Data Marts

Oper Marts

Call
Center

Integrated
Lead Management

Websites

Campaign
Management

Operational
Data Store

Metadata Layer

Near Line
Sector

Archival
Sector

Integrated Sector

Interactive Sector

STRATEGIC Logical Architecture Schematic
(Zachman Row 3 – Technology Independent)

Infrastructure Layer (HW, SW and NW)

Security Layer

Authentication
& Recognition

ETL

Nearline & Archival

SOA

Unstructured DW

Data
Cleansing

Data
Cleansing

Staging
Area

Virtual
ODS

Heavy Analytics
Reporting

Operational BI

Each Data Store has:
Contextual Level
Concepts Level
Logical Level
Physical Level
Build Level
Instance Level
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DATA MODELS ACROSS THE FOUR DW2.0 SECTORS

• A good concepts data model helps you to understand the major concepts in the 
business and how they interrelate. 

• A good third normal form logical data model helps you understand all the attributes 
pertaining to the business entities and also the cardinality and optionality of the 
relationships between those entities.  This model gives a great logical view of the 
business and its data and should be the starting point for the third model type – i.e. 
the physical data model.  

• Physical data models for DW 2.0’s integrated sector can differ widely in their 
structure.  They will range from normalized and near normalized models for the data 
warehouse hub through to star schema and snowflake schema models for the data 
marts.  Still other structures would be best suited for exploration warehouses, data 
mining warehouses, operational data stores, and opermarts. 

• Data moving to the nearline sector should be kept as close to third normal form 
structure as possible; it is normal for data to be restructured as it enters the archival 
sector. It is important to the DW 2.0 world that there should be multi-directional 
traceability between these models: it should be possible to navigate from a physical 
model back up through the logical model and up still further to the concepts model; in 
like manner, we should be able to move from the top down from a concepts model to 
the logical data model and on to the physical data models. 

• A rigorous set of interlocking models will go a long way towards improving the quality 
of the data in the enterprise, linking business meaning and structural business rules 
to physical instantiations of data entities and attributes.
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Reverse Engineered 
Physical Data Model

Corporate Logical
Data Model

Data Warehouse 
Physical Data Model

Data Mart 
Physical Data Model

Data Warehouse
Logical Data Model

Data Mart
Logical Data Model

Data Models Needed
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Data Warehouse
Logical Data Model

Corporate Logical
Data Model

e.g. Zachman Row 3 Column 1
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Party
•Party Identifier

Individual
Individual Name
Individual Gender

Organization
Organization Name

Top Down Findings Bottom Up 

Customer
Customer Number
Customer Name
Customer Gender

Gender Values

M = Male
F = Female 

Gender Values

1 = Male
2 = Female
3 = Other
4 = Female Business Owner
5 = Male Business Owner
6 = Female Minority Business Owner
7 = Male Minority Business Owner  

Example 1 Inconsistencies within a file
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Example 2 Inconsistencies across files

Top Down Findings Bottom Up 

Party
•Party Identifier

Individual
Individual Name
Individual Gender

Organization
Organization Name

Product
•Party Identifier
•Product Identifier

Product Identifier
Is a numeric 10
E.G 0056793214

Customer
Customer Number
Customer Name
Customer Gender

Checking Account
Account Number

Credit Card Account
Account Number =
Numeric 16

Checking Account Number =
Numeric 10
E.G. 0123456789

Credit Card Account Number = 
Numeric 16
E.G 0987 6543 2112 3456
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Legacy To Warehouse

Corporate Model Warehouse
Model

Subject Area

Reverse EngineerReverse Engineer

Legacy Databases Warehouse Database

Full Traceability

Technical Names To 
Business Names

Data Propagation
Cleaning

Transformation

(Top-down Modeling)

ForwardForward
EngineerEngineer
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SEVEN  HIGH-LEVEL 
ACTIVITY STREAMS

Corporate data model  build
(Subject by Subject)

Corporate Knowledge Coordination
(Artefact by Artefact)

DW2.0 Spiral Development
(Application by Application)

- Business Discovery
- Design and Construction
- Implementation & Rollout
- Operation and Maintenance (Ongoing)

Data Profiling and Mapping
(Source by Source)

Data Cleansing
(Element by Element)

Infrastructure Management 
(Component by Component)

- Policies Standards and Procedures
- Platforms and Tools
Total Information Quality Management *
(* Refer  to Larry English – P3 and P4)

- Information Quality Measurement
- Information Process Quality Improvement

ONGOING

ONGOING

PROJECT MANAGEMENT 
TIMELINE

ONGOING

Seven Streams Approach 

Top Down

Bottom Up

Business 
Goals
Driven

1

2

6

7

4

3

5

Discovery

Discovery

Discovery
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Responsibilities
• Confirm Technical   

Architecture Direction
• Manage Technology 

Demand
• Publish  and Enforce 

MDM Tools Patterns

Chief Data 
Steward

(Demand Mgt)

Chief Data Chief Data 
StewardSteward

(Demand Mgt)(Demand Mgt)

Financial
Management

FinancialFinancial
ManagementManagement

Funding Optimization

Financial Tracking

DW/BI 
Program
Director

DW/BI DW/BI 
ProgramProgram
DirectorDirector

Finan
cia

l T
rac

kin
g

Funding Commitm
ent

Definition

Communication & Progress Rptg

TechnologyTechnology
CommunityCommunity

CouncilCouncil
BusinessBusiness

CommunityCommunity
CouncilCouncil

Program Office responsibilities
• Business Demand Management
• Technical Execution 

Management
• Financial Management

Responsibilities
• Confirm Policy
• Manage Business Demand
• Make Investment Decisions
• Ratify/modify data management principles
• Ensure on-going funding is available
• Identify opportunities and issues
• Understand costs and benefits
• Define priorities 
• Monitor progress

IM Program
Office

Executive SponsorsExecutive SponsorsExecutive Sponsors

Responsibilities
• Execute to priorities of the strategy
• Ensure the availability of processes and 

infrastructure
• Focus on coordinating tactical delivery
• Leverage existing implementation efforts 

or initiate separate projects
• Manage and report opportunities and 

issues
• Analyze costs; monitor, track and report 

on progress against goals and 
objectives

Data Stewardship Responsibilities
• Provide DQ Oversight and Analysis of DQ 

Process
• Create and Maintain Metadata
• Resolve Data- related Issues
• Establish Performance and Quality 

Measures for Data
• Maintain Business Rules
• Effect Culture Change for DQ

CXOCXOCXO

Data StewardsData Stewards
Working GroupWorking Group

CIOCIOCIO

DW TeamDW Team

Data Governance Structure

Knowledge Coordination
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e.g. DATA

ENTERPRISE ARCHITECTURE - A FRAM EW ORK

Builder

SCOPE
(CONTEXTUAL)

MODEL
(CONCEPTUAL)

ENTERPRISE

Designer

SYSTEM
MODEL
(LOGICAL)

TECHNOLOGY
MODEL
(PHYSICAL)

DETAILED
REPRESEN-
  TAT IONS
(OUT-OF-
    CONTEXT)

Sub-
Contractor

FUNCTIONING
ENTERPRISE

DATA FUNCTION NETW ORK

e.g. Data Definition

Ent = Fie ld
Reln = Address

e.g. Physical Data Model

Ent = Segment/Table/etc.
Reln = Pointer/Key/etc.

e.g. Logical Data Model

Ent = Data Entity
Reln = Data Relationship

e.g. Semantic Model

Ent = Business Entity
Reln = Business Relationship

List of Things Important
to the Business

ENTITY = Class of
Business Thing

List of Processes the
Business Performs

Function = Class of
Business Process

e.g. Application Architecture

I/O  = User Views
Proc .= Application Function

e.g. System Design

I/O = Data Elements/Sets
Proc.= Computer Function

e.g. Program

I/O  = Control Block
Proc.= Language Stmt

e.g. FUNCTION

e.g. Business Process Model

Proc. = Business Process
I/O = Business Resources

List of Locations in which
 the Business Operates

Node = Major  Business
Location

e.g.  Business Logistics 
       System

Node = Business Location
Link = Business Linkage

e.g.  Distributed System

Node = I/S Function
(Processor, Storage, etc)
Link = Line Characteristics

e.g. Technology Architecture

Node = Hardware/System
Software

Link =  Line Specifications

e.g.  Network Architecture

Node = Addresses
Link = Protocols

e.g. NETW ORK

Architecture

Planner

Owner

Builder

ENTERPRISE
MODEL

(CONCEPTUAL) 

Designer

SYSTEM
MODEL

(LOGICAL)  

TECHNOLOGY
MODEL

(PHYSICAL)

DETAILED
REPRESEN- 

TATIONS 
(OUT-OF   

CONTEXT) 

Sub-
Contractor

FUNCTIONING

MOTIVATIO NTIMEPEO PLE

e.g. Rule Specification

End = Sub-condition
Means = Step

e.g. Rule Design

End = Condition
Means = Action

e.g., Business Rule Model

End = Structural Assertion
Means =Action Assertion

End = Business Objective
Means = Business Strategy

List of Business Goals/Strat

Ends/Means=Major Bus. Goal/
Critical Success Factor

List of Events Significant

Time = Major Business Event

e.g. Processing Structure

Cycle = Processing Cycle
Time = System Event      

e.g. Control Structure

Cycle = Component Cycle
Time = Execute

e.g.  Timing Definition

Cycle = Machine Cycle
Time = Interrupt

e.g. SCHEDULE

e.g. Master Schedule

Time = Business Event
Cycle = Business Cycle

List of Organizations

People = Major Organizations

e.g.  W ork F low M odel

People = Organization Unit
W ork = W ork Product

e.g. Human Interface 

People = Role
W ork = Deliverable

e.g. Presentation Architecture

People = User
W ork =  Screen Format
e.g.  Security Architecture

People = Identity
W ork = Job

e.g. ORGANIZATION

Planner

Owner

to the BusinessImportant to the Business

What How Where Who When Why

John A. Zachman, Zachman International (810) 231-0531

SCOPE
(CONTEXTUAL)

Architecture

e.g. STRATEGY
ENTERPRISE

e.g. Business Plan

TM

Logical Requirements
Top Down

Conceptual Requirements
Top Down

Scope of Requirements
Top Down

3) Develop Logical Requirements from 
top down with bottom up data input

4) Physical Design of DW Solution

2) Develop Conceptual Requirements within 
the context of the enterprise

1) Develop Scope of Requirements within 
context of the enterprise

3) Perform Data Profiling and Reverse Engineering to understand 
the Data Structures, Business Rules and Data Quality

Physical Requirements
Top Down

Data
Bottom Up

Knowledge Co-ordination Stream 
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“Ballpark” Timeline for each Architectural Initiative

Overview Business
Area Analysis
(“Better View”

Scoping Workshops)

Detailed Business
Area Analysis
(Requirements

Workshops)

Preparation Workshops Wrap-up

Preparation Workshops Wrap-up

4-6 weeks

8-10 weeks

En
te

rp
ri

se
“S

liv
er

” Reverse Engineering
Of

“Current View”
(using existing

documentation plus
Tools such as
Data Profiling)
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JRP/JAD Process

Build & Deploy

JRP

Analysis 
JAD

Design  
JAD

Enterprise View
Sliver View Re

ver
se 

Eng
ine

eri
ng 

Re
sul

ts 
(e.

g. 

Da
ta 

Pro
fili

ng)
 

Joint Requirements Planning (JRP)/ Joint Application Development (JAD) –
an iterative workshop approach which harnesses business users into the requirements planning, analysis and design processes; it uses an 

interlocking set of models as the focal point for discussion.
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Building the Corporate Data Model

SOURCE  n

SOURCE 3

SOURCE 2

SOURCE 1

Corporate Model
(Conceptual and Logical Views)

“First-cut” Physical Models

Integrated
Relational Model

Dimensional Models

Reverse Engineered
Data Models

Customer

Financial
Product

Risk

MODELING SESSION:
Integration by
Subject Area

Marketing
Profitability

Credit Risk
Treasury
Management

Analysis of “Sources”
& embedded Business Rules

utilizing Data Profiling Tools

MODELING SESSION:
Creating the 

“Data Warehouse Readied”
Models
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ONGOING

ONGOING

ONGOING
Corporate Logical

Data Model
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ONGOING

ONGOING

ONGOING

Reverse Engineered 
Physical Data Model
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ONGOING

ONGOING

ONGOING

Data Warehouse 
Physical Data Model

Data Warehouse
Logical Data Model
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Development and Implementation of the eventual Physical Data 
Models from the output of the Logical Modeling Sessions 

Output from the 
Logical Modeling Sessions leads into

creating the 
“Data Warehouse Readied” Models

Creating the Data Stores in the
Production environment

Integrated
Relational Model

Dimensional Models

Marketing
Profitability

Credit Risk
Treasury
Management

“First-cut” Physical Models

LDM
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Summary

• Reusability is a critical success factor for second generation data warehousing 
and there is a much-needed focus on the quality of the Data Models which 
underpin the program. 

– The models must accurately reflect the business and they must be reusable in all future releases of the 
program.

– Sustained success of a DW/BI program requires a robust data architecture.

• The foundational model is the Corporate Data Model. 
– Traditionally, this model was derived using a top down approach and by utilizing Joint Requirements 

Planning and Joint Application Design techniques. 
– These techniques can deliver a good model relatively quickly. 
– The problem with models derived in this way is that they are based purely on business rules as perceived by 

management and senior analysts. 
– In reality, the systems that use the data may have a different set of rules. This is due to the fact that the 

systems are often 20 years old (and sometimes older).  Undocumented changes have been made to the 
data and in the majority of cases the people that made the changes are no longer with the organization. 

• The only way to uncover what the data actually looks like is to reverse engineer 
the data into an abstracted logical data model. 

– First generation data warehouse initiatives attempted this in the past but the tools available to help were 
limited. 

– Today a new set of tools has evolved – data profiling tools. These tools are an ideal aid to reverse engineer 
data and build a data model from the bottom up. 

– When a model is built in this way it is based on actual data content and the chance for errors and omissions 
in the data modeling process is reduced. 

– This “bottom-up” model is used as an input into the creation of the model that results from the “top-down”
approach; in effect the former is used to challenge the latter model being drawn up by the business.
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?
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