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Today there are new  challenges facing network managers of heterogeneous networks.  A 
heterogeneous network may be computing devices manufactured by various companies 
that are connected  and  potentially able to communicate with each other. Today, we have 
new  intelligent devices mixed with old  dumb devices making up vast communications 
networks. Network administrators need to communicate with all the devices that make up 
the network to monitor their status. Device failures can be very disruptive and very 
expensive due to the stopping of user or business productivity.   These networks may be 
local (LAN) or spread out across a continent (WAN). The unpredictable nature and 
dynamism of network devices require that new ways be found  to monitor the condition 
and performance of the total network. This must be done  well in advance of any device 
failures.  

Introduction  
This section provides an overview of network management and describes the major 
challenges created by  the growth and expansion of the Internet.  

Background  
It is the goal of network management  to establish, integrate, and provide all the needed 
resources to  the communication network. It is also very important that network service 
objectives are met within a reasonable cost. The objectives of network management are 
efficient use of resources, Provide network security, minimization of down time, monitor 
and manage the constantly changing communications, technology and services. This must 
be done  while reducing the cost of network operations. The evolution and revolution of 
networks and their management systems over the years has resulted in a variety of 
network management issues. Key among these issues is:  

• A multiplicity of device manufacturers. In  networking, there has always been a 
various array of equipment vendors and manufactures. The deregulation of the 
telecommunications industry in 1984,  has open the way for  a rise in the number of 
telecommunications equipment vendors and manufacturers. 

• Variability of management applications and inconsistent forms of databases.  
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• Each network management system (NMS) was often designed for  a particular 

function. Often applications designed by various manufactures produced  the same or 
similar results. In the telecommunications industry, the early NMS  had their own 
supporting databases and  user interfaces. There was very little, automated exchange 
of information between different NMS applications. The first attempts to manage a 
network were first done by the use of cables. This was the physical connecting of 
devices using cables. This was true ,whether  the devices were a switch device or  
repeater device that was part of a  segment, or routing devices that made up LANS.  
These databases were often locally managed, which, being dependent on manual 
interventions, resulted in performance inconsistencies.  

 
Problem Statement  
The issues mentioned above, coupled with those related to the explosive growth of the 
Internet and the resulting integration issues, have created the following network 
management challenges:  

• Dynamism. The structure of both networks and NMSs has been changing 
dramatically and the complexity has been increasing. For networks, the main reasons 
for these developments are the incompatibility of multi-vendor equipment and the 
dynamic changes in network topology due to the proliferation of wireless links. With 
the increasing complexity of the underlying networks, the demand for more 
sophisticated network management functionality has grown.  

• Multiple standards.  The data communications community generally adopted simple 
network management protocol (SNMP), while the telecommunications community 
generally adopted the telecommunications management network (TMN) concept and 
the common management information protocol (CMIP).  

• Interoperability. Both SNMP and CMIP are based on platform-centric manager-agent 
paradigms, each with its own information model, as described in the following 
section. The critical network management interoperability issues result from 
dissimilar network management information models and manager-agent 
communications protocols.(n2)  

• Distribution. For the reasons described above, the traditional centralized or 
hierarchical architectures for network management are no longer adequate. Although 
both have their relative merits, they both suffer from scalability problems as the 
network size or the number of management applications increases. Distributed 
network management has the advantages of NMS location-independence, better 
scalability, distribution of network/resource load, and reliability. However, this 
creates additional challenges—for example, network security.  

• Network security. As the NMS controls the network and its management data, its 
security scheme is extremely important. With network management becoming 
increasingly distributed and network management standards evolving toward 
openness, security becomes even more critical.  
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• Cost. In the past, large operators of networks could afford to spend huge amounts of 

money on maintaining their networks. The costs were passed on to the customers, 
who had few choices. In the age of the Internet-based economy and fierce 
competition for customers’  dollars cost control is a primary focus of even the biggest 
operators.  

 
Outline  
The main thrust of this paper is to show how intelligent agents can be utilized in the 
management of networks containing dumb devices by use of RMON and intelligent 
agents. The next section briefly describes the current approaches to network management 
and points out their shortcomings. The following section describes the agent-based 
approach to network management. It provides a brief tutorial on intelligent agents, 
RMON and their standards.  A subsequent section provides a comparative analysis of the 
approaches to network management and highlights how the agent-based approach 
addresses the shortcomings identified earlier. The final section concludes the paper and 
points out future work.  

Current Approaches to Network Management  
This section describes existing strategies for network management and discusses their 
shortcomings.  

Agent/Manager Paradigm  
It is possible (in fact, likely) that a specific management system may function as a 
manager for some applications and as an agent for other applications. The agent/manager 
paradigm is similar to the client/server paradigm except for some subtle differences. 
Usually, the manager is analogous to the client, and the agent, to the server. 

The agent initiates a reporting action, so it acts as a client. The manager reacts to the 
agent’s action, 

So it behaves like a server. Swapping of roles is not part of the traditional client-server 
model.  

A manager is a software program that can query agents, receive responses from agents, 
and send directives to agents. An agent is a software program (often residing on the 
managed entity) that responds to manager requests and performs management functions 
on managed entities (communication resources capable of being monitored and 
controlled). A management information base (MIB) is a conceptual representation of 
information related to a managed entity and how users can access it.  

The agent acts as an interpreter of information resources contained in the MIB, providing 
filtering of the information and informing the manager about autonomous events that 
occurred. Communication between agent and manager is performed as a set of requests, 
responses, and autonomous messages as defined by specific standards (for example, 
SNMP and CMIP).  
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SNMP  
SNMP was issued in 1988 by the Internet Activities Board (IAB) and was soon adapted 
as a simple tool for managing bridges and routers in transmission control protocol 
(TCP)/Internet protocol (IP) networks. (N3) It is based on the manager-agent paradigm. 

SNMP runs over user datagram protocol (UDP) and relies on polling to collect 
management data. The manager has all the management intelligence (for example, for 
filtering data). SNMP version 1 (SNMPv1) has five messages, or protocol data units 
(PDUs), restricts the maximum size of messages, and provides only simple security based 
on community name and password. SNMPv2, issued in 1993, includes two additional 
PDUs: GetBulkRequest to allow one SNMP message to access multiple objects in a MIB 
and InformRequest to allow manager-to-manager communication, as shown in Figure 2. 
SNMPv2 was also meant to include several security features: access control (read-write 
permissions for specific MIB views), authentication, and message encryption. However, 
agreement could not be reached on the security protocols to use. Consequently, several 
versions of SNMPv2 were issued with or without these security features. SNMPv3, 
issued in 1998, included user-based security and view-based access control models. A 
detailed account of the evolution of SNMP is given by Stallings. (n4)  

The fact that SNMP relies on polling to collect management data creates a scalability 
problem as the number of managed elements increases. Furthermore, a very large amount 
of operational data is sent to the manager, which must be monitored and processed, 
making bandwidth a critical factor and increasing computational load on the manager. 
Several techniques have been used to resolve these problems including trap-directed 
polling, management by delegation, and agent extensibility protocol (AgentX). In trap-
directed polling, agents can be instructed to inform the manager of specified events, thus 
freeing the manager from continuous polling. In management by delegation, (n5) the 
agents are enhanced to perform certain functions (for example, event filtering and event 
correlation) to free the manager from performing these tasks. In AgentX, (n6) a hierarchy 
of agents is created: a master agent communicates with several subagents using the 
AgentX protocol. Only the master agent communicates with the manager, and its MIB 
logically has all the information contained in the MIBs of the subagents registered with 
the master agent.  

Even with these enhancements, the centralized architecture of SNMP, although simple to 
implement and use does not meet the requirements of large distributed systems.  

Intelligent Agents  
The term agent is highly overused. (n17-n20) On one hand, we have systems like SNMP 
or CMIP agents that are nothing more than servers providing data to their clients—
management applications. On the other side of the spectrum, there are expert systems 
with huge knowledge bases, which are also considered agents due to their intelligent 
behavior.  
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In this paper, an agent is defined to be a computational entity that acts on behalf of 
others, is autonomous, is both proactive and reactive, and exhibits a certain degree of 
ability to learn, cooperate, and move. Just as one delegates to a human agent certain tasks 
such as booking a trip, selling a house, or gathering sensitive information, a client 
delegates to a computational agent certain tasks that are to be achieved without, or with a 
minimum of, his further involvement. After receiving the details of the task, the agent 
acts autonomously following certain algorithms. Even network segments containing 
“dumb” devices, can be monitored and topologized through the use of probes, agents  and 
RMON. 

Using their skills, agents proactively try to attain the goal defined by the assigned task. 
They can acquire their skills by being told (education) or through expertise (observation). 
Agents react to changes in the available data by modifying their plans. They acquire and 
modify their knowledge in response to experience and exchange of information. They 
also communicate to share their knowledge and collaborate in attaining their goals. 
Agents may have to be mobile to achieve their goals.  

RMON Standards 
RMON was developed to enhance the monitoring capabilities defined in the original mib-
2 MIB.(n2) RMON provides standard methods to control the operation of and collect 
statistics from a generic network-monitoring device—an “RMON probe.”  This generic 
probe is assumed to have one or more promiscuous interfaces through which network 
segments can be monitored. The RMON standard has been developed in phases. The first 
phase (RMON-I)(n2) provided MIBs and definitions that primarily dealt with monitoring 
network traffic at the second layer (the logical link layer) of the Open Systems 
Interconnection (OSI) reference model. 

The main focus was Ethernet, with an extension to support token-ring networks.(n52) the 
second phase of RMON development culminated in the RMON-II(n51) specification. 
RMON-II provided support for monitoring statistics at the third OSI layer and above, as 
well as other extensions.   

Comparative Analysis  
In the “Problem Statement”  section, a number of the challenges of managing complex 
networks, which must be handled by network managers and designers of network 
management systems, were described. In the following sections, the ability to address 
these issues through solutions based on agents and probes is contrasted with the ability—
or, in many instances, the inability—to deal with the problems without such technology. 

Dynamism  
Dynamism is handled by agent-based systems in a natural way, because an agent 
platform provides for a controlled agent life cycle. Agents can be added to the system at 
will. They can join the agent society through registration mechanisms, which are an 
integral part of the platform. A device can make itself known to the rest of the network 
through its agent, so that network discovery is automatic.  
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Similarly, services can be created on-line and added to the offerings through directory 
services or brokers of various levels of sophistication. The meta-level facilities are used 
to dynamically discover supported communication parameters such as language, 
protocol, and ontology. 

Multiple Standards  
At the highest level, agents use a uniform communication means. Any other standard can 
be applied at the content level. There is no other technology that allows for such a degree 
of flexibility in network management.  

Interoperability  
Ontology is a branch of metaphysics that deals with the nature of being and reality. The 
meta-level layer for exchanging data about communication acts allows for coherent 
exchange of data at the content level. Each side of the communication link knows exactly 
what kind of data to expect and what is their meaning . This allows for machine-to-
machine understanding in which data are processed automatically without prior 
arrangements. Ontologies provide a means not only for structuring data, but also for 
describing relationships and rules governing the data, as well as processing algorithms. It 
is too early to predict how ontologies will be handled in the context of network 
management, but one probable scenario is that they will not be subjected to lengthy 
standardization processes. There already exist public repositories of ontologies. (n46) In 
the future, there might be commercial sites as well. Nevertheless, even if ontology were 
to be standardized, it would be much easier to agree upon due to its relatively small size.  

Security  
Agent-based systems allow for security schemes at several layers, as explained in a 
previous section. Every other network management technology provides security 
mechanisms, because security is considered a critical aspect of managing networks. 
Implementing a security scheme is controversial as could be seen following the evolution 
of SNMP, which, only in its third version, provides for a security scheme.(n4) 

Both SNMP and CMIP standards mandate security schemes that have to be implemented 
at the design and deployment phases.  Agent-based computing is a convenient paradigm 
to enforce security because, in contrast to mere objects, agents decide at run time whether 
a received request will be fulfilled.  

User Experience  
Web-based management simplifies access to network management functionality and data 
using popular Web browsers as front ends. 

Deployment is also simplified, because most workstations already have a browser. The 
reporting side uses a Web server, which is also familiar to many network managers. 
Other technologies described in this paper do not make any assumptions as to the 
presentation of network management data. Agent-based systems stand out, because in 
their most sophisticated versions, they deliver plug-and-play networks.  
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A special kind of agent—an interface agent—can be used for user profiling. One 
application is customization of workspaces for network managers, which may improve 
productivity. This kind of agent can also be used for profiling network users, thus 
improving the quality of service.  

Rapid Software Delivery  
Of all the approaches discussed in this paper, new architectures built on top of SNMP and 
CMIP standards are the most expensive to design, implement, deploy, and maintain. 
Modifications require numerous changes to the configuration data as well as off-line 
time. To accommodate new advances in standardization, software components have to be 
recompiled and linked again .  

Cost  
Costs are incurred while addressing all issues discussed in this section and elsewhere in 
the document. As argued in this paper, agent-based systems are characterized by 
advantages in all solutions relevant to network management. Therefore, employing agents 
will result in lower expenses.  

Conclusions  
I have described the current approaches to network management, pointed out their 
shortcomings, and explained how intelligent agents can be utilized to address these 
shortcomings. I have shown how intelligent agents can effectively deal with issues of 
dynamism, interoperability, and distribution, and I have contrasted the effectiveness of 
intelligent-agent-based solutions to network management with the way traditional 
network management methods deal with such issues. 
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